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Abstract 

Due to the development of media information technologies and the proliferation of mobile devices, 
the Internet has rapidly moved to the center of news readership. In contrast to traditional media, 
Internet news is often coupled with commenting platforms that can accommodate readers’ immediate 
feedback to news stories. However, a side-effect of this feature—malicious comments—is becoming 
an increasingly serious social problem. To alleviate this problem and increase the likelihood of 
comments functioning as deliberative discussion, we suggest two moderation policies—a policy of 
providing high-quality seed comments and a policy of increased identifiability through social 
networking service accounts—and examine their effects through a longitudinal online experiment. 
We designed experimental groups according to a 2 x 2 between-subjects factorial design. For our 
experiment, a total of 137 subjects read news stories and commented on them over 15 days by using 
a mobile Android application developed specifically for the experiment. We found the following 
relationships. First, both seed quality and identifiability improve the quality of user comments in 
terms of deliberative discussion. Second, these effects are comparable in magnitude. Third, there are 
no significant interaction effects between seeds and identifiability. Fourth, the effects of high-quality 
seeds disappear early with anonymous users but persist when users are identified by social media 
accounts. Fifth, the negative effects of low-quality seeds are present and persistent only when 
combined with anonymity. Otherwise, the negative effects of low-quality seed comments are 
canceled out by the positive effects of identifiability. Finally, anonymous males are easily provoked 
to respond to low-quality seed comments, but most females do not respond to such comments even 
in anonymous situations. 
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1 Introduction 
The Internet has rapidly moved to the center of news 
readership, due to the development of media 
information technologies and the proliferation of 
mobile devices. In addition, as news consumption via 
mobile devices surpasses the amount of news 
consumed on desktops (Pew Research Center, 2013; 
2015), receiving and reading news in real time is 
becoming a prominent feature of news consumption. 

Unlike with traditional media such as radio, print, and 
TV, Internet news sites often provide commenting 
platforms that readers can use to immediately respond 
to news stories.  By offering the capacity for readers to 
immediately share their thoughts and feelings about a 
news story, Internet news providers are encouraging a 
type of interactive communication not possible in 
offline settings. Through the information 
communication technology (ICT) of the comment 
system, readers and journalists have the capacity to 
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interact in ways that were previously impossible 
(Reader, 2012). And because such comments fulfill a 
function that helps people assess public opinion on a 
specific issue, researchers have been closely 
examining them in terms of content analysis and have 
been focusing on comments in a Big Data sense (Hsu 
et al., 2009; Li et al., 2014). Of the Internet news users 
surveyed, 37% responded that a news comment service 
may be an important function, and 25% of these 
respondents replied that they have written a comment, 
which shows that they recognize the role of news 
comment services (Purcell et al., 2010; Diakopoulos & 
Naaman, 2011). 

But comment services have also engendered what is 
becoming a serious social problem—malicious 
comments. These kinds of comments constitute a form 
of undesirable conduct by disseminating falsehoods or 
attacking specific individuals with swear words, 
slander, and/or sexually degrading comments (Lee, 
2005; Jeong, 2010) that can damage social bonds, 
contribute to social unrest and divisiveness, and cause 
targets severe displeasure. Abuse, hateful speech, and 
trolls are as old as the early days of the Internet. What 
has changed is their intensity and prevalence as a result 
of more interactivity on the web and the introduction 
of social media (WAN-IFRA, 2016). Research by the 
Korea Internet and Security Agency (2011) found that 
more than a half of all Internet users have been the 
target of malicious comments, which demonstrates the 
seriousness of this problem. And the presumption that 
an increasing number of people are getting and sharing 
news and comments online (Pew Research Center, 
2015) from either news sites or social media sites is 
coupled with the accompanying presumption that the 
harmful consequences of malicious comments could 
become even more serious. 

Comments on news sites have apparently not yet 
become the problem they are reported to be for social 
media, but news organizations are nevertheless 
encountering difficulties. Dozens of news sites have 
responded over the past three years by shutting down 
their comment systems. Aware of the magnitude of the 
problem, many online news startups do not even 
concern themselves with the comment function 
because of the difficulties of dealing with the abuse 
that comes with it (WAN-IFRA, 2016). 

However, most news organization surveyed value 
comments and want a solution other than just closing 
themselves off from readers. For them, the value of 
comments lies in “adding to the debate” (53%), 
“providing ideas and input for future stories” (53%) 
and “encouraging diversity of opinions” (47%) (WAN-
IFRA, 2016). To mitigate the problems of comment 
systems while encouraging the positive aspects, many 
Internet news sites have implemented a variety of 
policies designed to moderate or control the comments 
made on their sites. Some approaches to the problem 

include advance automatic filtering of comments (such 
as comment filtering algorithms), or posting comments 
only after review (e.g., huffingtonpost.com), or a 
comment notification policy that relies on the 
collective intelligence of commenters to report 
inappropriate comments so they can be removed (e.g., 
news.naver.com). Hron and Friedrich (2003) state that 
comment moderation policies are an important element 
in raising the quality and usefulness of online 
comments, and Coleman and Gotze (2001) also 
emphasize that comment moderation is an essential 
element contributing to asynchronous dialogue. 

This study focuses on the possibility that comment 
capabilities could offer a kind of “Public Sphere” 
(Habermas, 1996) where the various thoughts and 
feelings of commenters would constitute a network. 
According to deliberative democratic theory, 
deliberative discussion among citizens holding a 
variety of perspectives and knowledge is an important 
element of democracy (Chambers, 2003; Gastile, 
2008). Although one person might not be able to make 
pertinent decisions, a group discussion between a 
cyberspace assembly of various individuals could lead 
to logical and reasonable decisions (Dutwin, 2002). 
Strandberg and Berg (2013) identify four requirements 
for deliberative discussion: rationality, topical 
relevance, reciprocity, and polite and respectful 
expression. Strandberg and Berg (2013) studied the 
similarities of online comments from the viewpoint of 
deliberative discussions and determined that they have 
the characteristics of a democratic discussion. 

In this study, we propose and empirically evaluate two 
moderation policies that could help improve the 
quality of comments by focusing on news comments 
as deliberative discussion. Departing from the 
previously mentioned policies that, in effect, censor 
and manage comments, we suggest active moderation 
policies that encourage people to write deliberative 
comments and examine whether these moderation 
policies led to deliberative discussions. We propose a 
policy to moderate news comments by using 
constructive seed comments based on social contagion 
theory. This is the first study that applies social 
contagion theory to online news comments. In 
addition, we suggest a login policy that uses social 
networking service (SNS) accounts for identification. 
Prior research on anonymity effects has demonstrated 
that SNS accounts are more identifiable than 
pseudonyms. Considering the current popularity of 
SNS, research involving identifiability through SNS 
accounts is appropriate and timely. Such proactive 
moderation policies would allow ICT comments to 
serve their intended role and make the exchange of 
viewpoints and opinions on a specific topic work 
effectively. 
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2 Literature Review 

2.1 Internet News Comments 

The Internet has changed many aspects of our 
lifestyles, including news readership. Compared with 
traditional media, the Internet has several benefits, one 
of which is that online readers can participate in a 
debate and discussion through commenting on the 
news. Such commentary has become the norm in 
Internet news participation and a common form of 
online citizenship expression (Weber, 2013). 
Communication researchers discuss the possibility of 
promoting public discussions among news readers 
through comments. Such discussions are viewed as 
rising to the level of debates, in which participants are 
willing to revise their own opinions in light of 
exposure to those of others who are equally well-
informed but have different viewpoints, perspectives, 
and information (Chambers, 2003). Dutwin (2002) 
found that even when individual online comments 
appeared unlikely to rise to the level of deliberation, in 
their totality, these comments contained deliberative 
elements that were usually a product of the group 
discussion. 

However, in examining readers’ entries on a Finnish 
newspaper website, Strandberg and Berg (2013) found 
comments that both promoted and hindered democratic 
expression. Low-quality comments generate social 
problems such as comment trolling and malicious 
comments that may be serious enough to provoke self-
injury and deepen social divisions (WAN-IFRA, 
2016). Readers’ comments are of concern for 
newspaper editors, who must develop policies aimed 
at moderating such comments. Most Internet news 
sites have adopted a moderation policy that censors 
comments as a way of picking out the “bad apples” 
(WAN-IFRA, 2016).  

Moderation in online forums serves three major 
functions: progress control for starting and ending a 
discussion, debate activation and enhancing the quality 

of a discussion, and censorship used to filter and delete 
inappropriate comments (Wright, 2006). Research in 
this area has focused mostly on censorship like 
automatic filtering algorithms and policies to regulate 
malicious comments. The Tapestry system was one of 
the first efforts to rate online messages. Users were 
asked to rate content on an intranet site and, through 
collaborative filtering strategies, select news articles to 
recommend (Goldberg et al., 1992). Resnick (2001) 
discussed ways that online groups might regulate 
undesirable commentary. Crowdsourcing large groups 
to rate content could lead to better comments. 
Similarly, Lampe et al. (2014) explored how the tools 
currently in use to moderate and manage online 
comments might be applied to dealing with the large 
quantities of available information and to enhancing 
online discussion. This paper investigates comment-
moderation policies and whether including discussion 
leads, such as seed comments, can foster better 
comments and more deliberative discussions. 

2.2 Deliberative Discussion  

For many years, political deliberation has been a 
favored theme of scholars who believe it can lead to an 
informed citizenry and, in turn, to a higher form of 
public opinion (Dutwin, 2003). Deliberation requires 
participants willing to address issues through 
arguments and counterarguments that are supported by 
evidence, data, and logic (Brookfield & Preskill, 
2005). Its importance lies in the increased chance that 
the positions reached are the best possible positions 
given the situation (Jackman & Sniderman, 2006). 
Deliberative discussions are not like debates in which 
no one’s position changes. Rather, deliberation 
implicitly encourages listening to other viewpoints in 
an effort to understand alternatives and not simply to 
gather fodder for a rebuttal (Heanue et al., 2003). Many 
studies have suggested the characteristics that define 
deliberative discussion. Table 1 summarizes its five 
main characteristics: rationality, relevance, equality, 
reciprocity, and politeness. 

Table 1. Characteristics of Deliberative Discussion  

Author 
Target 

Context 
Rationality Relevance Equality Reciprocity Politeness 

Other 
dimensions 

Burkhalter, Gastil, and 
Kelshaw (2002) 

Face-to-face √  √ √ √  

Dahlberg (2001) Online √  √ √  
Autonomy 
from power 

Dutwin (2003) Face-to-face √  √ √  
Process by 
public good 

Fishkin and Luskin 
(2005) 

Face-to-face √   √ √ 
Comprehensive 
points of view 

Gustmann and 
Thompson (2009) 

Online √ √ √ √   
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Table 1. Characteristics of Deliberative Discussion  

Halpern and Gibbs 
(2013) 

Online √ √   √  

Jankowski and van 
Selm (2000) 

Online  √ √ √  
Diversity of 
topics 

Knight and Johnson 
(1994) 

Face-to-face √ √ √   
Idealized 
process 

Min (2007) 
Face-to-face/ 
Online 

√  √  √  

Moy and Gastil (2006) Face-to-face √  √ √ √  

Strandberg and Berg 
(2013) 

Online √ √  √ √  

Rationality rests on making logical claims and 
arguments (Fishkin & Luskin, 2005; Min, 2007; Moy 
& Gastil, 2006; Halpern & Gibbs, 2013; Knight & 
Johnson, 1994; Dutwin, 2003; Strandberg & Berg, 
2013) and contributes to the quality of public opinion 
(Min, 2007). Relevance insists that commenters stay 
on topic (Jankowski & van Selm, 2000). Since 
deliberative discussion is a political decision-making 
process (Gutmann & Thompson, 2009; Knight & 
Johnson, 1994), relevance to the topic at hand is an 
important factor. Equality is the basic element of 
public discussion. According to Burkhalter et al. 
(2002), deliberative discussion is a democratic process 
in which participants have an adequate opportunity to 
speak (Moy & Gastil, 2006) and also enjoy autonomy 
from political or economic influence (Dahlberg, 2001). 
Reciprocity is also an important characteristic because 
in deliberative discussion, participants gain awareness 
of others’ perspectives (Jankowski & van Selm, 2000), 
listen attentively, and converse in a way that bridges 
diverse types of speech and knowledge (Burkhalter et 
al., 2002; Moy & Gastil, 2006). The last characteristic 
is politeness (or civility), which is expressed through 
respect and polite behavior (Fishkin & Luskin, 2005; 
Burkhalter et al., 2002; Min, 2007; Halpern & Gibbs, 
2013; Strandberg & Berg, 2013). Respect for others is 
a fundamental element of deliberative discussion. 

Of these five characteristics, we selected three—
rationality, relevance, and politeness—as criteria to 
use for our  study. Since in an online context, people 
tend to be less aware and less concerned with social 
distinctions, the impact of social status and power is 
reduced, and an equalizing effect becomes more 
prominent (Dubrovsky et al., 1991); thus, we chose not 
to consider equality. Furthermore, since the primary 
function of comments on news sites is to express 
thoughts and opinions regarding the news, rather than 
responding directly to other people’s comments, we 
opted not to investigate reciprocity. 

2.3 Social Contagion Theory 

Researchers in various fields, such as sociology, social 
psychology, and psychoanalysis, have devoted much 
attention to the concept of “social contagion,” a term 
originally used by Gustave Le Bon (1895). Le Bon 
coined this term to describe the bad behavior people 
adopt when they are part of a crowd (Stephenson & 
Fielding, 1971). It describes how one person (an 
“initiator”) influences a behavioral aspect of another 
(the “recipient”) without this second person having any 
perception of an overt intention to influence. (Levy & 
Nail, 1993). Levy and Nail (1993) divided social 
contagion into three categories: disinhibitory, echo, 
and hysterical. Disinhibitory contagion occurs when a 
recipient loosens personal restraints in response to 
seeing an imitator perform an appealing act. In echo 
contagion, a recipient’s reaction to an initiator occurs 
spontaneously with little conscious thought. Hysterical 
contagion involves the spread of physical symptoms 
from initiator to recipient without the presence of any 
discernible mode of transmission. The majority of the 
prior research on social contagion has focused on 
negative behavior; however, positive behaviors can be 
also socially contagious. Tsvetkova and Macy (2014) 
found that generosity to others was contagious. They 
conducted an experiment in the context of donations 
and revealed that receiving help or just observing other 
persons helping others might increase the likelihood of 
generosity toward a stranger. Both positive and 
negative behaviors can be socially contagious.  

A social contagion can be emotional as well as 
behavioral. A person or group can influence the 
emotions of another person or group through the 
conscious or unconscious induction of emotional states 
(Schoenewolf, 1990). Although emotional contagion is 
generally associated with face-to-face environments 
(Howard & Gendel, 2001; Neumann & Strack, 2000), 
some empirical studies have found that contagions can 
also be present in the electronic communication 
environment (Belkin, 2009). According to Coviello et 
al. (2014), both negative and positive emotions were 
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transmitted in the Facebook context. They also showed 
that positive and negative emotional expressions have 
inhibitory effects on others and that highly similar 
feelings tend to be contagious. 

Social contagions can appear as a cascade 
phenomenon (Nooy et al., 2011) featuring individual 
behavioral changes that flow through a group to shift 
patterns of behavior (Heal & Kunreuther, 2010). 
Bikhchandani et al. (1992) argue that such a 
phenomenon could spread through observation of 
others without conscious intention. Thus, the factor 
that instigates a social contagion is very important 
because it can determine whether the cascade that 
results is positive or negative. Although social 
contagions can be positive, previous works have 
focused on socially irresponsible behaviors like 
littering (Cialdini et al., 1990) and graffiti (Keizer et 
al., 2008). According to Tsvetkova and Macy (2015), 
one instance of undesirable conduct can set off other 
bad behavior with consequences that dwarf the original 
act. 

Our paper uses social contagion theory to examine the 
influence of initial seed comments on those who write 
subsequent comments. We expect that the initial 
comments will affect the emotions and behavior of the 
next commentator, and that this will influence the next, 
and so on, eventually creating a cascade akin to that 
described by social contagion theory. 

2.4 Indentifiability and Anonymity  

The identifiability of a subject means that someone can 
be identified within a group of similar people who, in 
turn, represent all the people who could have 
potentially caused an action (Pfitzmann & Hansen, 
2010). Anonymity is essentially the opposite condition 
(Pfitzmann & Köhntopp, 2001; Christopherson, 2007); 
identifiability is the opposite of anonymity, and the 
two are conceptually connected. Many researchers 
have studied the effects of anonymity on discussion, 
but the empirical evidence is inconclusive. Studies 
about the effects of anonymity on the satisfaction of 
participants in discussions have similarly found 
conflicting results (Jessup & Tansik, 1991; Connolly 
et al., 1990; Valacich et al., 1994). 

On the positive side, people are less afraid of social 
evaluation and disapproval when they feel anonymous, 
and thus, they can be more honest and objective in their 
opinions (Pinsonneault & Heppel, 1997) and suggest 
more and diverse ideas (Shepherd et al., 1996; Pissarra 
& Jesuino, 2005). On the negative side, when people 
feel anonymous, they tend to be more aggressive and 
critical in evaluating others’ thoughts or opinions 
(Connolly et al., 1990; Jessup & Tansik, 1991; Jessup 

et al., 1990). Anonymity in terms of Le Bon’s (1895) 
elucidation of mob psychology plays an important role 
in turning rational individuals into primitive and 
emotional ones. Based on Le Bon’s study, Zimbardo 
(1969) argued that anonymity is the dominant variable 
in turning a crowd into a deindividuated state. When 
people cannot be identified, they cannot be assessed, 
criticized, or punished; consequently, they feel 
uninhibited and unrestrained, and, therefore, exhibit 
more disinhibition, for example, in the form of 
insulting or hostile behavior. When rational 
individuals feel anonymous, they sometimes begin to 
feel invincible and lose their sense of self-restraint. 
Under such conditions, they may yield to their instincts 
and submit to their racial unconscious (Suler, 2004). 

In electronic communication environments, such as 
social network services and news comment systems, 
the impact of anonymity is often amplified because it 
uses computer-mediated text, and communication 
tends to seem more impersonal (Kiesler et al., 1984). 
Cyberbullying in the form of malicious comments 
occurs mostly under conditions of anonymity, and Lee 
(2015) has suggested that “abused anonymity” is an 
important research topic associated with the Bright 
ICT Initiative, which seeks to prevent undesirable 
activities on the Internet. Empirical research on the 
social-psychological aspects of anonymity in SNS is in 
its early stages (Byeon & Chung, 2012). The division 
between identifiability and anonymity in cyberspace 
can be vague, so this distinction may be different from 
how it is perceived in the physical world (Hwang, 
2008). Using a real name does not preclude a sense of 
anonymity, because no face-to-face contact occurs in 
cyberspace; conversely, someone who uses an alias or 
pseudonym may still worry about the possibility of 
being identified on the basis of circumstantial details 
available, for example, on social networking sites. 
Normal SNS accounts generally include various 
personal details, such as birthdays, schools attended, or 
employment that can serve to identify users. Thus, in 
cyberspace, SNS accounts can sometimes be 
associated with higher degrees of identifiability than a 
real name. 

3 Research Model and 
Hypotheses 

This paper proposes two comment moderation 
policies. One is based on social contagion theory and 
the other on an online inhibition effect. We examine 
the effects of these policies on comment behavior, 
especially in terms of deliberative discussion. These 
two policies provide high-quality seed comments and 
increase identifiability through SNS accounts. Figure 
1 presents the research model. 
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Figure 1. Research Model 

It is important that organizations or communities design 
environments that encourage their members to behave in 
accordance with their organization’s goals and beliefs. 
One way of doing this is to create an institutional climate, 
defined as a specific situation existing at a specific time, 
that gives context to what members of the institution 
think, feel, value, and define as behavioral norms (Bock 
et al., 2005; Delong & Fahey, 2000). According to social 
contagion theory, in such a situation, a person’s emotions, 
attitudes, and behaviors spread to others without anyone 
being aware of this (Levy & Nail, 1993). 

Social contagion theory explains the phenomena of 
mimicking others’ behavior unconsciously or feeling the 
same emotions as others. If this phenomenon is 
continuously repeated to others and generates a social 
cascade, it would also lead to a phenomenon 
characterized by people’s attitudes and behaviors 
becoming similar to each other within a specific arena (Le 
Bon, 1895). In our paper, social contagion theory serves 
as the basis for the seed comment policy we propose. The 
characteristics and guidance of an initiator are critical in 
social contagion theory (Anderson & Thomson, 2004). If 
initiators have positive characteristics, then the effects of 
the contagion are also positive; if they have negative 
characteristics, the reverse is true. The position of a seed 
comment as the first response to a topic would serve to set 
an example for subsequent comments. If the seed 
comment establishes a tone of quality discourse, logic, 
and courtesy (Price & Cappella, 2002; Kim & Sun, 2006), 
the theory contends that the next comments would be 
likelier to reflect the same standards. Rational and 
considerate high-quality seed comments would influence 
subsequent comments in a positive direction, whereas 
low-quality comments would exert a negative effect. In 
other words, a seed comment policy would play the role 
of constructing an institutional climate (Delong & Fahey, 
2000; Bock et al., 2005) of norms and value criteria for 
comment writing. Thus, we propose the following 
hypothesis. 

H1: High-quality seed comments will have a positive 
impact on the degree of deliberative discussions in 
comments. 

Pfitzmann and Köhntopp (2001) define the levels of 
anonymity as unlinkability and unobservability. High 
degrees of anonymity occur when individuals cannot be 
identified (unobservability) and their messages and 
behaviors cannot be linked to their identity 
(unlinkability). Anonymity helps people hide more 
easily within a crowd and triggers the online inhibition 
effect by making them feel disguised or masked (Suler, 
2004). Thinking they are hidden, they may feel free to 
conduct themselves in undesirable ways. People who 
consider themselves unidentifiable may have less fear of 
punishment, may be more likely to act impulsively, and 
may behave in ways alien to how they conduct 
themselves offline (Siegel et al., 1986). Researchers 
have extensively studied the effects of anonymity on the 
quality of comments, including their degree of civility 
(Kilner & Hoadley, 2005; Omernick & Sood, 2013). 
According to Santana’s (2014) analysis of news 
comments, 53% of anonymous comments were uncivil, 
but only 28.7% of comments bearing real names were. 
Because people could be identified when they 
commented with their real name, they may have been 
concerned about others’ evaluations and criticisms of 
them and refrained from inappropriate behavior, such as 
writing malicious comments. 

Although the relationship between anonymity and 
comments has been extensively researched, few studies 
have been conducted in the context of the currently 
pervasive SNS. Pfitzmann and Köhntopp (2001) 
compared the level of anonymity of various accounts 
and concluded that anonymous accounts were the most 
anonymous, followed by pseudonyms, with real names 
being least anonymous. Based on this, the degree of 
anonymity would likely rank even lower on an  SNS 
account, where personal information, such as real name, 
age, and gender, personal photos, details of daily life 
etc., can be posted (Zhao et al., 2008). Hwang (2008) 
argued that a real name does not necessarily guarantee 
that a person can be identified on the Internet or an SNS 
account; the level of identifiability may actually be 
higher regardless of the name used in the context of 
various personal cues. Therefore, when people write 
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comments using their SNS accounts, which ranks high 
in terms of the degree of identifiability, people may be 
more responsible in writing comments because they care 
about others’ opinions and attention. Thus, we propose 
the following hypothesis. 

H2: A level of high identifiability on a comment-
writer’s account will positively affect the degree of 
deliberative discussion in comments. 

The negative effect of a low-quality seed comment on the 
degree of deliberative discussion can be moderated by the 
level of identifiability. Negative emotions or unlawful 
behavior, such as swearing, attacking others, and graffiti, 
may be contagious through mimicking and social 
reciprocity (Kwon & Gruzd, 2017; Keizer et al., 2008). 
Keizer et al. (2008) validated that based on the broken 
window theory, a disorderly environment is an essential 
factor for catalyzing unlawful behaviors. Through six 
studies in anonymous settings, they found that one 
violation of a norm weakens people’s concern for 
appropriateness and fosters violations of other norms that 
spread disorder. Accordingly, anonymity is a catalyst for 
rapid contagion effects (Wilson & Kelling, 1982). In an 
anonymous setting, the desire to appear equally strong or 
even stronger gives rise to mimicry that can be 
communicated to others as aggression. (Kwon & Gruzd, 
2017). Guadagno et al. (2010) investigated the 
psychological factors of Bronze Night in 2007 (the 
month-long online attacks on Estonia’s Internet 
infrastructure because of the relocation of The Bronze 
Soldier in Tallinn). They argued that the anonymity of 
online interaction explains why people are more likely to 
engage in contagious aggressive behavior. Participation 
in the attacks and the spread of messages were fueled by 
the relative anonymity of online communication, which 
made people behave with group norms and become 
aggressive (Guadagno et al., 2010). 

In this study, we propose seed comments and commenter 
identifiability as active moderation policies to induce 
deliberative discussion. Prior studies discussed above 
have assessed the interaction effect of seed comments and 
commenter identifiability. Negative emotional and 
behavioral contagions can be provoked by low-quality 
seed comments, and can then reinforce a low level of 
identifiability. High levels of commenter identifiability 
can mitigate low-quality seed comments and prevent 
malicious commenting behavior from spreading. Even if 
seed comments are irrational, irrelevant, or impolite, 
highly identifiable people will nevertheless likely have 

reservations about mimicking their tone because such 
comments do not conform with general social norms. 
Conversely, anonymity unleashes unrestrained behavior 
(Dipboye, 1977), and people who are anonymous will 
feel less pressure and will act more freely on their own 
will because they are not easily identifiable. We believe 
that the contagion effect of low-quality seed comments 
will decrease with high identifiability. Thus, we propose 
the following hypothesis. 

H3: The quality of seed comments and the level of 
identifiability will have an interaction effect on the 
degree of deliberative discussion—i.e., the 
negative impact of low-quality seed comments on 
the degree of deliberative discussion will be 
weaker with high levels of identifiability than with 
low levels of identifiability. 

4 Research Method 

4.1 Experimental Design 

We used a longitudinal online experiment as the 
research method. Using this approach with a 
commercial survey company is superior in many ways 
to traditional laboratory experiments that use 
undergraduates. Three advantages include the diversity 
of possible participants, simpler recruitment, and speed 
of implementation (Mason & Suri, 2012). However, 
some of the disadvantages of the older approaches still 
exist: As with the more traditional techniques, panelists 
may lack motivation, be easily distracted, and may fail 
to heed instructions (Tsvetkova, 2015). 

The experimental groups were designed as a 2 (seed 
comment: high quality vs. low quality) x 2 (login 
account: Facebook account vs. anonymity) between-
subjects factorial design. A commercial application 
software company developed the mobile application for 
this experiment. Experiment participants were recruited 
from ordinary people (not students) to enhance external 
validity. Subjects were drafted from people who met the 
following prerequisites: They should be interested in 
political news and should have experience writing 
occasional comments; they should be daily news readers 
who use an Android smartphone; and they should have 
active Facebook accounts. We randomly assigned 
participants to four groups (see Table 2), and analyzed 
the data of 137 subjects for this study. 

 

Table 2. Experiment Group 

Treatment 
Identifiability 

Low: Anonymous High: Facebook 

Quality of seed comment 
High Group 1 Group 2 

Low Group 3 Group 4 



www.manaraa.com

Online Comment Moderation Policies

 

189 

 

4.2 Experiment System 

Many people consume news on a daily basis. Political 
news, in particular, often stimulates active discussion 
among readers. Although the topics most likely to 
ignite inflammatory comments differ by region, 
politics sets off the most inflammatory comments in 
most continents, including Asia, the Middle East, 
Africa, and South America (WAN-IFRA, 2016). 
Therefore, we chose political news for this experiment. 
Participants in the experiment were assigned to read 
news stories and write comments for 15 days (3 weeks, 
excluding weekends) using a mobile Android 
application developed for the experiment. During the 
15 days of the experiment, we provided five political 
news stories daily. We drew these stories from highly 
ranked news stories provided by Naver News 
(news.naver.com), Korea’s top news portal. A web 
crawler automatically gathered the 10 most viewed 
news stories each day before noon, and we selected the 
top five of these, discarding any duplicates. All 
participants read the same news, but the groups 
received different qualities of seed comments. 

Many scholars assert that high-quality comments should 
reflect rationality and respect in terms of their content and 
linguistic style (Price & Cappella, 2002; Kim & Sun, 
2006, Yang, 2008). According to Price and Cappella 
(2002), high-quality comments should develop a 
viewpoint anchored in argument and should also show 
“consideredness” of others’ opinions. Diakopoulos and 
Naaman (2011) also emphasize that “flaming” 
contributes to lower quality in the realm of online 
comments. It is also noteworthy that people read news 
comments not only to get new information or figure out 
others’ opinions or views, but also as a source of fun (Kim 
& Kim, 2008). News comments can be a source of 
entertainment and amusement, and online comments 
have hedonic functions as well as utilitarian functions. 

Chen et al. (2011) divided the quality of comments into 
five levels— excellent, good, fair, bad, and abusive—
based on how informative, useful, relevant, interesting, 
harassing, and violent the comments were. Thus, we 
define high-quality comments as helpful, credible, 
entertaining, and less irritating. Based on these 
characteristics, we created the seed comments by 
combining three actual comments from the Naver News 
site that demonstrated high or low quality, respectively—
all of them were of similar length (see Appendix 1 for 
examples of the seed comments). A new comment always 
appeared above all other comments. The seed comment 
was on top of the feed at the beginning, but as comments 
were added, it moved to the bottom of all the comments 
without pagination, similarly to how most comment 
systems appear on real news sites. 

The experiment application consisted of two layers. 
News headlines for each day were shown in the first 
layer. A click on a headline displayed the news content. 
The second layer displayed the news story and a 
window for commenting on the story. Participants 
could access past news by using the date menu at the 
bottom of the first layer. As a first step, participants in 
the experiment logged in using either a Facebook 
account or a pseudonym (see Figure 2), depending on 
their experimental group. Once logged in, we did not 
require them to log in again for the rest of the 
experiment. The Facebook groups could see the 
Facebook icon when writing comments or reading 
others’ comments; by clicking on a comment, they 
could move to the commenter’s Facebook timeline. In 
contrast, the groups using pseudonyms could see only 
the name “**anonymous**” while writing and reading 
comments, and could not further identify the comment 
writers (see Figure 3). Comments were shown in 
chronological order. Every participant’s activities in 
reading news and writing comments were saved as log 
data over the course of the experiment.

 

(a) Mode for Group with High Identifiability (b) Mode for Group with Low Identifiability 

 
 

 

Figure 2. Login Pages 
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(a) Comment feature for group with high identifiability (b) Comment feature for group with low identifiability 

  

 

Figure 3. News Comment Features 

4.3 Experimental Procedure 

Before the actual experiment phase started, 
participants answered a survey on their news-usage 
patterns, such as news reading time, preferred news 
categories, and their frequency of reading and writing 
comments. Around noon during each of the 15 days of 
the experiment, we posted the news and seed 
comments for that day on the application. We sent 
participants push messages to remind them of their 
assignment; however, to avoid interfering in their 
volition, we sent the message in the morning before 
updating the day’s news. We asked participants to read 
the day’s news and recommended that each of them 
write at least one comment every day. After 
completing the experiment, participants answered 
another survey about the task and manipulation checks. 
They received 20,000 Korean Won (approximately 
$17) for their full participation in the experiment. 

4.4 Dependent Variable 

The participants were asked to do three tasks: complete 
a presurvey asking about their news usage habits, 
participate in the experiment, and complete a 
postsurvey that contained questions to check for 
manipulation. While 216 participants completed the 
presurvey, 175 of them completed the entire 
experiment. However, since 38 participants wrote very 
few comments during the experiment, we collected 
data from only the 137 participants who wrote 
comments for more than 5 days during the experiment. 
These 137 participants wrote 5,635 comments, 
averaging 41 comments for each participant. The 
dependent variable was the degree of deliberative 
discussion in the news comments, which we measured 
through content analysis. That degree was rated 
according to Strandberg and Berg’s (2013) 
characteristics for deliberative discussion. Strandberg 
and Berg (2013) suggest that rationality, relevance, 

reciprocity, and politeness comprise the four 
characteristics of deliberative discussion in a news 
comment context. However, as mentioned in the 
literature review section, we excluded reciprocity, 
deeming it not relevant for our context. We calculated 
the overall deliberative discussion scores as the sum of 
their normalized values. 

We assigned 10 graduate students (five groups of two 
members each) to complete the content analysis on the 
comments. We derived the coding scheme from 
Strandberg and Berg (2013) and modified it by 
removing the reciprocity dimension. We designed our 
coding scheme according to the three dimensions of 
deliberative discussion: rationality, relevance, and 
politeness (see Appendix 2 for the full coding scheme). 
Before beginning content analysis, the coders were 
trained on the coding scheme and had time to 
implement a pilot analysis on some of the comments. 
The first round of the content analysis showed a 
Cohen’s Kappa intercoder reliability score of 0.83. 
This score means that the two coders substantially 
agreed with each other in the coding results (Landis & 
Koch, 1977). In cases of inconsistent coding, a coder 
from another team was reassigned to complete the final 
coding. 

5 Results and Analysis 
A total of 137 subjects participated; 31, 37, 37, and 32 
subjects were allocated to Groups 1 through 4. The 
average age of participants was 37 years, and 67% 
were male (see Table 3 for the demographic 
information of participants). According to Naver 
(www.naver.com) and Daum (www.daum.net), which 
are two of Korea’s representative Internet news 
portals, the age distributions of Internet news readers, 
including mobile users, are similar across several 
different age groups (50+ age group is slight 
exception): 20-29 (23.8% for Naver and 21.4% for 
Daum), 30-39 (25.3% for Naver and 26.5% for Daum), 
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40-49 (21.9% for Naver and 23.8% for Daum), and 50 
and over (11.59% for Naver and 14.31% for Daum). 
The median age bracket is 30-39 (Korea Press 
Foundation, 2011); thus, our sample has good fit with 
the actual population of Internet news readers. 

Each group was treated the same statistically in terms 
of age (F=1.971, p=.121), gender ratio (Chi-
square=3.238, p=.356), daily news reading time 
(F=1.887, p=.135), interest in political news (F =.619, 
p =.604), and the frequency of reading (F=.082, 
p=.970) and writing comments (F=.533, p=.660); thus, 
randomization seems to have been effective. 

Table 3. Demographic Information 

Variable Scale Group 1 Group 2 Group 3 Group 4 Total 

Gender 
Male 20 22 29 31 92 (67.2%) 

Female 11 15 8 11 45 (32.8%) 

Age 

20-29 11 15 8 11 45 (32.8%) 

30-30 3 10 9 8 30 (21.9%) 

40-49 6 8 11 8 33 (24.1%) 

50-59 11 4 9 5 29 (21.2%) 

Total 31 37 37 32 137 (100%) 

We provided participants with different qualities of 
seed comments and different levels of identifiability 
according to their experimental group (see Table 2). To 
verify that treatments were properly applied, we asked 
the participants the following two questions to assess 
quality and identifiability, respectively: “Did the first 
comment you read contain profanity or a rude tone?” 
and “Was your name displayed when you wrote your 
comment?” The Chi-square result showed that all 
treatments were clearly manipulated (p-value for both 
treatments<.001). 

Additionally, we investigated the participants’ 
perception of the seed comments with a 
multidimensional concept for comment quality that 
was composed of dimensions of helpfulness (Yin et al., 
2014), credibility, entertainment and irritation (Kim & 
Han, 2014) (see Appendix 3 for the questionnaire 
items). The ANOVA results showed that there were 
significant differences in the perception of seed 
comments on each of these dimensions between the 
high-quality, “good seed” comment groups and the 
low-quality “bad seed” comment groups. The 

participants in Groups 1 and 2 (high-quality seed 
comment groups) thought the seed comments more 
helpful, credible, entertaining, and less irritating. We 
also measured the level of perceived anonymity to 
check that the manipulation of identifiability was done 
properly. Groups 2 and 4 (Facebook groups) showed a 
significantly lower level of perceived anonymity than 
Groups 1 and 3 (anonymous groups). The ANOVA 
results are shown in Appendix 4. Thus, we believe all 
the manipulations were done properly. 

The average number of comments per news story per 
group was 18.78. 

ANOVA and Scheffe’s post hoc test resulted in no 
significant difference in the number of comments 
among Groups 1, 2, and 4 (mean of Group 1=18.29, 
mean of Group 2=17.09, and mean of Group 4=16.87). 
However, Group 3 (low-quality seed comment and 
anonymous) wrote significantly more comments than 
the other groups (mean=22.88, p-value < .01) (see 
Table 4).

 

Table 4. Number of Comments per News Item 

Number of comments Group 1 Group 2 Group 3 Group 4 Total 

Minimum 10 9 15 9 9 

Maximum 30 30 32 32 32 

Average 18.29 17.09 22.88 16.87 18.78 
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5.1 Hypothesis Test 

Seed quality and identifiability were our treatment 
variables, which we expected would influence 
comments by subsequent users. We gave each group of 
participants a different combination of treatments. To 
test the differences between groups in terms of the 
degree of deliberative discussion of user comments, we 
regressed the user-response variables—rationality, 
relevance, politeness, and the sum of their normalized 
values—on the treatments and their interaction: 

Resp௜,௚,௡ = 𝛽଴ + 𝛽ଵDIdentifiability௚ +

𝛽ଶDSeed௚ + 𝛽ଷDIdentifiability௚ ×

DSeed௚ + NewsFE௡ + ϵ௜,௚,௡  

(1) 

Where Respi,g,n denotes the response by individual i of 
group g for news article n. DIdentifiabilityg is a dummy 
variable, which equals 1 if a participant logged in using 
a Facebook account. DSeedg is another dummy, which 
equals 1 if a user is given a seed comment of high 
quality. Their interaction was also controlled to test 
whether they had any synergy. NewsFEn is a dummy 
variable equal to 1 for a corresponding news article and 
zero otherwise to control for fixed effects of news 
articles. We report the results of this regression in 
Table 5. Each column corresponds to the degree of 
deliberative discussion in four aspects: rationality, 
relevance, politeness, and the sum of their normalized 
values. 

 
Table 5. Treatment Effects on the Degree of Deliberative Discussion1 

DV 
IV 

(1) 
Rationality 

(2) 
Relevance 

(3) 
Politeness 

(4) 
Overall 

DIdentifiability 
0.163*** 
(4.703) 

0.100*** 
(3.170) 

0.121*** 
(3.404) 

0.206*** 
(6.059) 

DSeed 
0.105*** 
(3.110) 

0.138*** 
(4.461) 

0.237** 
(6.814) 

0.257*** 
(7.744) 

DSeed X DIdentifiability 
0.061 

(1.215) 
0.097** 
(2.114) 

-0.104*** 
(-2.012) 

0.029 
(0.592) 

News fixed effects Yes Yes Yes  Yes 

Observations 
R-squared 

5,635 
0.141 

5,635 
0.283 

5,635 
0.097 

5,635 
0.174 

The dependent variable is the degree of deliberative discussion in four aspects: rationality, relevance, politeness, and the sum of 
their normalized values. DIdentifiability is a dummy variable that equals 1 for those who post comments with their Facebook 
accounts and zero if posted anonymously. DSeed is a dummy variable that equals 1 for those who received a high-quality seed 
and zero otherwise. The third variable denotes the interaction between these two treatment variables. Fixed effects were 
controlled for each news story. Numbers in parentheses are OLS t statistics. ***, **, and * denote significance at the 1%, 5%, 
and 10% levels, respectively. 

 

As expected, high-quality seed comments had a positive 
impact on the degree of deliberative discussions, thus 
Hypothesis 1 was supported. High identifiability also 
positively affected the degree of deliberative discussion 
in the comments, thus Hypothesis 2 was supported as 
well. Table 5 shows that both high identifiability and 
high-quality seed comments significantly improved user 
comments across all criteria. Moreover, politeness2 was 
the only significant difference between the coefficients, 
confirming that they had almost equal influence. In the 
exception, seeds had stronger effects on politeness than 
on identifiability. 

Furthermore, the two treatments had a positive synergy 
for relevance but a negative one for politeness. The two 

                                                      
1To check the robustness of the analysis, we ran another regression by controlling privacy concern, social comparison tendency, 
and news reading habits. The results (see Appendix 5) were similar, so we reported the results without control variables.  
2 Wald statistic was used to test their difference. 

effects cancelled each other out, and overall, contrary 
to our expectation, there are no interaction effects 
between seed quality and identifiability on the sum of 
their normalized values. Thus, Hypothesis 3 is not 
supported.  

5.2 Sequence Effects on the Treatments 

Given that seed quality and identifiability had 
significant effects on user comments, one may wonder 
how persistent these effects are. Seeds may affect early 
comments more than later ones because latecomers 
may pay less attention to the seeds. Moreover, 
identifiability may possibly improve not only the 
quality of comments but also the persistence of the 
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treatment effects. To test this hypothesis, we drew 
Figure 4 to show the time trends of the user-response 
variables for each group. The response variables are 
demeaned for each news article to control for news 
fixed effects. The horizontal axis denotes sequence—

i.e, the order in which each comment was posted. To 
make the graph smoother, we show the moving 
average of the last three comments of each group. The 
quality of comments is demeaned to control for news 
fixed effects. 

 

 

(a) Rationality 

 

(b) Relevance 
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(c) Politeness 

 

(d) Overall 

Figure 4. Sequence Effects of the Treatment 

 

According to Figure 4, the responses of Group 1 (high-
quality seeds/anonymous) responses start at 
significantly positive levels but decline rapidly over 
time in rationality, relevance, and overall. In 
comparison, the responses of Group 2 (high-quality 
seeds/Facebook account) start at even higher values than 
Group 1 and then persist until the end in all but 
rationality. Therefore, these results show that the 
positive effects of high-quality seeds persist only when 
they are combined with identifiability. Otherwise, they 
soon vanish. 

As for low-quality seed comments, in contrast, Group 
3’s (low-quality seeds/anonymous) comments start as 
significantly negative and remain so in all but politeness. 

However, the responses of Group 4 (low-quality 
seeds/Facebook account) move around zero without any 
specific patterns. Interestingly, these results suggest that 
low-quality seeds may demonstrate negative and 
persistent influences only when combined with 
anonymity. 

These results are again confirmed by the following 
regression. 

Resp௜,௚,௡ = 𝛽଴ +

∑ 𝛽௚DGroup௚
ସ
௚ୀଶ + ∑ 𝛾௚DGroup௚ ×ସ

௚ୀଵ

Sequence௜,௚,௡ + NewsFE௡ + 𝜖௜,௚,௡  

(2) 
g=2 
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In this specification, DGroupg captures the y-intercept 
of dependent variables at Sequence = 0, and the 
interaction term, DGroupg x Sequencei,g,n, denotes the 

slopes of their time trends. The results, which are 
consistent with the figure 4, are shown in Table 6. 

 

Table 6. Sequence Effects of the Treatments 

D.V. 
I.V. 

(1) 
Rationality 

(2) 
Relevance 

(3) 
Politeness 

(4) 
Overall 

DGroup2 
0.171*** 
(2.466) 

0.069 
(1.089) 

-0.070 
(-0.987) 

0.091 
(1.336) 

DGroup3 
-0.230*** 
(-3.460) 

-0.279*** 
(-4.587) 

-0.342*** 
(-5.004) 

-0.456*** 
(-6.983) 

DGroup4 
-0.075 

(-1.067) 
-0.206*** 
(-3.203) 

-0.232*** 
(-3.212) 

-0.275*** 
(-3.982) 

Sequence X DGroup1 
-0.020*** 
(-4.688) 

-0.014*** 
(-3.537) 

0.001 
(0.136) 

-0.018*** 
(-4.248) 

Sequence X DGroup2 
-0.015*** 
(-3.621) 

-0.001 
(-0.304) 

0.010** 
(2.228) 

-0.004 
(-0.878) 

Sequence X DGroup3 
-0.006** 
(-1.981) 

0.000 
(0.056) 

0.009*** 
(2.793) 

0.002 
(0.512) 

Sequence X DGroup4 
-0.007 

(-1.632) 
0.003 

(0.732) 
0.013*** 
(2.784) 

0.005 
(1.036) 

News fixed effects Yes Yes Yes Yes 

Observations 
R-squared 

5,635 
0.147 

5,635 
0.284 

5,635 
0.100 

5,635 
0.177 

The dependent variable is the quality of comments in four aspects: rationality, relevance, politeness, and the sum of their 
normalized values. DGroup2-4 are dummy variables for each group. Group 1 and Group 3 are anonymous and Group 2 and Group 
4 post comments with their Facebook accounts. Group 1 and Group 2 are given high-quality seeds in the beginning, but Group 3 
and Group 4 receive low-quality ones. Fixed effects were controlled for each news story. Sequence denotes the order in which 
each comment was posted. Sequence is 1 for the first comment, 2 for the second, etc. Sequence interacts with each group dummy 
variable. Numbers in parentheses are OLS t statistics. ***, **, and * denote significance at the 1%, 5%, and 10% levels, 
respectively. 

A comparison of the results in Table 5, Table 6, and 
Figure 4 provides an interesting implication for the 
interaction of seed quality and anonymity. Considered 
alone, as in Table 5, the interaction term is not 
significant. However, conditional on the sequence of 
comments, Figure 4 and Table 6 show that the 
interaction term affects the persistence of subsequent 
comments. The impact on persistence is most visible 
between Group 1 and Group 2, both of which were 
treated with high-quality seeds. The effect of the 
treatment persists when combined with Facebook 
identity (Group 2), but the effect is positive only at the 
outset and gradually vanishes when respondents are 
anonymous (Group 1). Therefore, we conclude that 
although the interaction term does not affect the quality 
of comments, identifiability makes the effects of high-
quality seeds more persistent. 

5.3 Further Analysis 

In addition to hypotheses testing, we analyzed the data 
to determine if there was a gender effect. Figure 5 

displays our results in terms of the degree of deliberative 
discussion. Females generally scored higher than males 
(t = 8.78, p < .01). Moreover, we found gender 
differences in all groups except Group 1. Most of the 
participants susceptible to low-quality seed comments 
were males; most females did not respond to low-quality 
seed comments. Responses in Group 3 (low-quality 
seeds/anonymous) were especially interesting. As 
expected, overall responses in this group showed the 
lowest levels of deliberative discussion; but 
surprisingly, responses from females in Group 3 showed 
even higher levels of deliberative discussion than Group 
1 (high-quality seeds/anonymous). To understand this 
unexpected result, we checked the perceived anonymity 
of each subject. Females in Group 3 had the lowest 
perceived anonymity, even lower than females in the 
Facebook groups. It is unclear why this was the case: 
perhaps low-quality comments made females feel 
uneasy and induced fear that they might be identified if 
they followed the pattern set by the low-quality seed 
comments. In contrast, males in Group 3 showed the 
highest degree of perceived anonymity of males in any 
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group, and were highly susceptible to low-quality seed 
comments, resulting in this group scoring the lowest 
level of deliberative discussion of any of our groups.

 

  

Figure 5. Gender Differences 

We were also curious about whether the participants 
exhibited any behavioral time trends. For example, 
would repeated exposure to treatments (seed quality 
and identifiability) induce any cumulative effects on 
the participants’ behavior? Or, would comment quality 
deteriorate over time as participants became bored 
with the experiment? Berlyne (1970) came up with a 
two-factor theory to explain the effects of prolonged 
stimuli. According to this theory, familiarity with 
stimuli may play out in the interaction between two 
antagonistic processes. In one, the stimuli become 
more appealing with familiarity. In the other, the 
stimuli become less appealing with familiarity. The 
loss of appeal may reflect a “tedium” factor, and 
increased appeal may reflect a “positive-habituation” 
factor. Which of these prevails in specific cases is 
unpredictable. In our case, it is possible that the effects 
of seeds and identifiability could be enhanced over 
time. Just as continuous exposure to advertisements or 
media shapes people’s perspectives and behavior 
(Stice et al., 1994), repetitive exposure to high-quality 
or low-quality seed comments could influence people 
to internalize a pattern of writing comments that 
reflects the tone and standards of the seed comments. 

To test this trend, we took the average of the overall 
qualities of comments by an individual (i) per date (t), 
Respതതതതതത

௜,௧,and then regressed this variable on dates (t), 

Respതതതതതത
௜,௧ =  𝛽଴ +  𝛽ଵ𝑡 +  𝜖௜,௧    (3) 

Table 7 shows the results of this regression. The first 
four columns show the regression results for each 
group, and the last column provides results for the full 
sample. 

As shown in the table, the overall qualities of 
comments deteriorated over time in all groups. 
Moreover, Group 2’s comments tended to decline in 
quality twice as fast as Group 3’s (-0.022 vs. -0.011), 
but this difference in rate of decline was not 
statistically significant. Although not reported in this 
paper, we also checked the interaction terms of the 
dates with group dummies, t x DGroupg, and these 
interaction terms appeared insignificant for all groups. 
Therefore, we can conclude that the qualities of 
comments deteriorated at almost equal rates. This 
similarity in rates of decline also implies that 
deterioration is not attributable to exposure to specific 
treatments because we did not find any significant 
differences between groups. Thus, as a stimulus is 
repeated, participants may gradually succumb to a 
“tedium” factor. However, this phenomenon in our 
study may have been a function of the experimental 
situation and would benefit from further study. 
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Table 7. Time Trends of Comments 

Group 1 2 3 4 all 

Date 
-0.018*** 
(-2.782) 

-0.022*** 
(-3.546) 

-0.011** 
(-2.007) 

-0.019*** 
(-3.319) 

-0.018*** 
(-5.648) 

Observations 366 465 440 414 1,685 

R-squared 0.021 0.026 0.009 0.026 0.019 

The dependent variable is the average of overall qualities of comments by an individual per date, and the explanatory variable is 
dates. This test is to show the changes in the quality of comments over time. Numbers in parentheses are OLS t statistics. ***, **, 
and * denote significance at the 1%, 5%, and 10% levels, respectively. 

6 Discussion and Conclusions 
Although a news comment service encourages 
interaction among readers and gives journalists useful 
feedback, it has also a dark side—malicious 
comments. To alleviate the problem and increase the 
positive function of deliberative discussion, we 
suggested two moderation policies—providing high- 
quality seed comments and increasing identifiability 
through SNS accounts—and examined their effects by 
conducting an online experiment. We found the 
following relationships throughout the analysis of the 
experimental data. First, both high seed quality and 
identifiability improved the quality of user comments 
in terms of deliberative discussion. Second, their 
effects were comparable in magnitude. Third, there 
were no significant interaction effects between seeds 
and identifiability. Fourth, the effects of high-quality 
seeds disappeared early with anonymous users but 
persisted when users’ identities were revealed. Fifth, 
the effects of low-quality seeds were present and 
persistent only when combined with anonymity. 
Otherwise, the negative effects of the low-quality 
seeds were canceled out by the positive effects of 
identifiability. Finally, anonymous males were easily 
provoked to respond to low-quality seed comments, 
but most females did not respond to low-quality seed 
comments even in an anonymous situation. 

Several limitations should be considered when 
interpreting the results of the present study. First, we 
could not control participants’ behavior as we could 
have in a laboratory because this experiment was 
conducted in an online setting. For example, we 
recommended that each participant write at least a 
comment a day, but compliance varied from 
participant to participant, and Group 3 (low-quality 
seed/anonymous) differed significantly in the number 
of comments written. However, we do not think there 
is any systematic bias in the results. Next, we created 
seed comments by assembling three news comments of 
high and low quality, respectively. But if this policy 
were to be implemented on a real news site, great care 
should be taken in handling seed comments because 
their use could easily be misinterpreted as an attempt 

to manipulate public opinion. Third, a relatively large 
number of subjects dropped out without completing 
the tasks, which is not unusual in online experiments. 

Even with these limitations, however, this study has 
both theoretical and practical implications. First of all, 
from an academic viewpoint, we extend the scope of 
comment research by expanding the management 
objectives from censorship of malicious comments to 
the initiation of deliberative discussion. We proposed 
a policy for moderating news comments by using 
constructive seed comments, and tested its effect. 
Second, this is the first study that applies social 
contagion theory to online news comments. To date, 
social contagion theory has been mostly examined 
offline, but this study verified that online news 
comments can also be contagious. Third, we proposed 
a login policy using SNS accounts and validated its 
effect empirically. Considering the current popularity 
of SNS, research involving identifiability through SNS 
accounts is appropriate and timely. Fourth, unlike 
preceding studies that relied on secondary data, we 
conducted an experiment to use as a research method 
so that we could analyze the direct effects of the 
proposed moderation policies. Also, the through 
controlling internal factors, we were able to increase 
internal validity. Finally, we conducted a longitudinal 
experiment so that sequential changes in the degree of 
deliberative discussion of news comments over time 
could be observed and discussed. 

From a practical viewpoint, the results of this study 
have interesting implications. According to our results, 
the quality of the first comment (i.e., seed comment) 
impacts the degree of deliberative discussion in the 
comments that follow. This result implies that Internet 
news sites could enhance the degree of deliberative 
discussion among commenters by placing comments 
of high quality at the top of the comment feed. 
However, to mitigate the criticism of manipulation of 
public opinion, rather than constructing an artificial 
seed comment, it would be preferable to develop an 
evaluation system that measures the quality of 
comments and automatically places the highest-quality 
comments at the top of the list. 
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Another implication of the current study is that a 
newspaper could enhance the degree of deliberative 
discussion present in comment systems by requiring a 
login using SNS accounts for identification. In our 
study, this was especially true for male participants. 
The effect of eliminating anonymity for this group was 
as effective as providing high-quality seed comments. 
Thus, this would likely be the simplest way to enhance 
the degree of the deliberative discussion. However, 
this intervention would come at a price. If people feel 
nervous about social evaluation, they may write fewer 
comments (Pissarra & Jesuino, 2005), and the feeling 
of online surveillance may threaten the flow of free 
speech and public interaction online (Dahlberg, 2001). 

These implications suggest promising avenues for 
future research. First, it would be useful to develop an 
evaluation mechanism to measure the quality of 
comments. One way of assessing comments is to use 
social buttons. Although such buttons—like, 
recommend, and share buttons—have been used to rate 
comments on new sites and social media, they may be 
of little use in their current form. For our purposes, 
they are not suitable because they offer too little choice 
to indicate reactions to comments. There are at least 
two perspectives concerning the value of the 
information in comments—one utilitarian and the 
other hedonic (Suh, et al. 2016). As it stands now, a 

reader who thinks a comment is important and another 
reader of the same comment who is amused by it have 
only the like button as a choice. If buttons are to be 
used to measure both the informational and hedonic 
qualities of a comment, social buttons should be 
improved to permit proper assessment (Suh, et al. 
2016). 

Furthermore, researchers might consider the detailed 
investigation of gender differences concerning 
contagion effects under conditions of anonymity. The 
current study found significant gender effects, but it is 
not clear why females and males behave differently 
when they are exposed to low-quality comments under 
anonymous conditions. This phenomenon could 
definitely use a more theoretical examination. 
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Appendix 

Table A1. Examples of Seed Comments and the Corresponding News 

News High-quality seed comment Low-quality seed comment 

News 1 

A thriving economy consists of thriving companies and 
people, not just thriving chaebols, The government can 
control companies to a certain extent, but people’s hearts 
are impossible to control, especially when they turn away 
from you. Ms. President, please adhere to principles and 
values. 

Fuck. I was so ready to start the day happily after eating a 
delicious breakfast, but as soon as I saw her fucking face, 
my day got ruined forever, goddammit. Please put a 
warning sign in front of this article. I really want to throw 
an egg in her face.  

News 2 

There is a need for a practical diplomatic policy with both 
the U.S. and China. We need to use China as a lever to 
pressure both North Korea and Japan. We should be 
friendly to China without forsaking the U.S. Because the 
U.S. is the only country that can keep everyone in check. 

I bet your ass feels restless, you bitch. Soon the day will 
come when you will get shot. Bang! Bang! I’ve never seen 
such a China-friendly government like this fucking one. 
Does anyone have a brain? Fuckers. 

News 3 

I don’t think we need to treat a country that violated the 
Armistice Agreement with respect. Our government should 
also strike for real this time. Also, this shouldn’t be public 
knowledge. 

Fucking kill those sons of bitches! Let’s kill everything 
that’s alive above the 38th parallel. Put fucking photos of 
Kim right next to the loudspeakers. I bet North Korean 
bastards will stop shooting out of fear that they might 
shoot their dear leader’s piggy face. 

 

News Item 1:  President Park Decides upon Special Pardons through Temporary 
Cabinet Council 

On the 13th, President Park will hold a temporary cabinet council in the Blue House to complete a special pardons list 
to celebrate the 70th anniversary of Korea’s independence. The list of special pardons for businessmen seems shorter 
than expected. The only head of a conglomerate on the list is SK Group Chairman Chey Tae-won. The rest of the list 
includes 2 million people who are traffic law violators and convicts who committed crimes of desperation to stay alive. 
This excludes corrupt politicians. This is the second time Park has granted pardons during her time in office. In her 
opening statement, Park will explain the meaning of special pardons as a gesture of the development of state and 
national unification. She will also finalize the list. The Blue House said the Minister of Justice, Kim Hyun-woong, will 
announce the list at the Seoul Government Complex after the cabinet council. The discussion of special pardons started 
at last month’s chief secretary’s meeting, where Park said, “there is a need for special pardons for the development of 
state and national unification.” She ordered a review of potential subjects. After that, the Ministry of Justice, the 
National Police Agency, the Ministry of Strategy and Finance, the Ministry of Government Administration, and the 
Ministry of Home Affairs started the list. Last month they chose a selection committee and began evaluating the 
proposed list and later reported it to Park. Because Park has a strict standard for pardoning conglomerate heads, the 
list of businessmen to receive special pardons is a short one. In her last presidential election pledge, she promised to 
strengthen punishment for embezzlement and limit the special pardons for serious crimes of CEOs and major 
shareholders. Also, Lotte Group’s recent family management dispute worsened public opinion toward conglomerates, 
and that probably will lead to a shorter special pardons list for businessmen. SK Group Chairman Chey Tae-won has 
served 2 years and 7 months of a 4-year sentence, which is the longest sentence served by the head of a conglomerate. 
Because he has already served more than a third of his sentence, he was included in the special pardons list. Even if he 
is pardoned, he is unlikely to be reinstated. Chey is serving time because of embezzlement. If he is not reinstated, he 
will not be able to recover his position as the director of the board. Hanwha Group’s Chairman Kim Seung-yon, who 
was sentenced to 3 years in prison and 5 years of probation, was excluded from the list because he already been 
pardoned twice. Gu Bon-sang, the former LIG Nex1 vice chairman, and Gu Bon-yeop, the former LIG Construction 
vice president, are brothers who are serving time for issuing fraudulent commercial paper valued at 180 billion won. 
They are unlikely to be pardoned because of public opinion. However, because special pardons are a part of the 
president’s exclusive power, there is a chance that when the list is announced it could have some unexpected names. 
Park’s first special pardons were granted at the beginning of last year. At the time, 2,896,499 traffic law violators and 
5,925 convicts who committed crimes of desperation were pardoned. 
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News Item 2:  President Park to Visit China Next Month for the 70th 
Commemoration of the End of WWII 

President Park will visit Beijing on September 3rd to attend the 70th commemoration of the defeat of the Japanese and 
Fascism. However, according to the Blue House, it’s uncertain if Park will attend the military parade that shows off 
Chinese military power. On the 20th, Senior Presidential Secretary for Foreign Affairs Ju Chul-ki announced to the 
media that Park will attend China’s commemoration. Ju said Park was invited by Chinese President Xi Jinping to visit 
China from September 2nd through September 4 to attend the commemoration of the end of World War II. The 
ceremony will take place on Thursday, September 3rd, in Beijing. 

News Item 3:  Military Moves Direct Fire Weapon to Defend Against  Possible 
Attack of the Enemy 

The South Korean military has gone on its highest level of security alert and increased the fire power in the area of the 
latest loudspeaker broadcasting campaign. The tension between the North and the South is heightening near the border 
as the possibility of a North Korean attack grows. The military said on the 11th, “Yesterday at 5 p.m., we started an 
intermittent broadcasting campaign and raised the security alert along the western and central front. We’ve increased 
the number of troops on the front line and reduced the break time. We also moved the division’s direct fire weapons 
in case the enemy attacks the loudspeakers.” After the sinking of the ROK’s Cheonanham in 2010, South Korea 
announced on May 24th its resumption of the loudspeaker broadcasting campaign. North Korea threatened to attack 
the broadcasting site as a response. The South Korean military said, “Since we have methods to guard against any 
provocations of North Korea and to fight back, if North Korea attacks the site, we will counterattack under our right 
of self-defense.” The military stepped up its surveillance in the area where the broadcasting campaign is taking place 
by using video surveillance and unmanned reconnaissance drones equipped with forward-looking infrared cameras. 
The military also moved up TOW anti-tank missiles and anti-aircraft weapons in case there is an attack from the North 
Korean guard posts. Also in case of North Korean attack by multiple rocket launchers, AN/TPQ36, a weapon-locating 
radar, and K9 self-propelled artillery have been placed in the area. K4 grenade launchers, K3 heavy machine guns, and 
90mm recoilless rifles have been placed even in the areas where the broadcasting campaign hasn’t started but 
loudspeakers are in place. 

Table A2. Coding Scheme 

Dimension Sub-division Scheme Scoring 

Rationality 

Justification 
The comment includes at least one piece of evidence for the commenter’s 
argument 

Included: 1,  
Not included:  0 

Level of 
evidence 

The comment includes accurate facts or external sources as evidence of the 
argument 

At least one 
evidence 
included: 1, 
Not included: 0 

The comment includes general facts or common sense as evidence for the 
argument. 

The comment includes parallels or comparisons as evidence for the argument. 

The comment includes anecdotes (reality-based, hypothetical) as evidence for the 
argument. 

The comment includes personal experience as evidence for the argument. 

Relevance 
Level of 
relevance 

The comment is directly relevant to the news topic. Directly: 2,  
Indirectly: 1, 
Not Relevant: 0 

The comment is indirectly relevant to the news topic. 

The comment is not relevant to the news topic.  

Politeness 
Incivility and 
impoliteness 

The comment includes at least one instance of a threat to democracy. At least one 
instance 
included: 0, 
Not included: 1 
(reversed) 

The comment includes at least one instance of a stereotype. 

The comment includes at least one instance of a threat to other individuals’ rights 

The comment includes at least one instance of rudeness or incivility. 
Included: 0, 
Not included: 1 
(reversed) 
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Table A3. Questionnaire Items for the Quality of Seed Comment 

Variable Dimensions Items Source 

Quality of seed comment 

Helpfulness 

Is the first comment… 

Yin et al., 2014 
Useful? 

Informative? 

Helpful? 

Credibility 

Believable? 

Kim and Han, 2014 

Convincing? 

Credible? 

Entertainment 

Interesting? 

Enjoyable? 

Pleasant? 

Irritation  

Annoying?  (reversed) 

Irritating? (reversed) 

Intrusive? (reversed) 

Perceived anonymity  

I am confident that others do not know who I am when I write a comment. 

Hite et al., 2014 

I believe that my personal identity remains unknown to others. 

My comments I wrote cannot be tracked back to my personal identity. 

I am easily identified as an individual by others (reversed). 

Others are likely to know who I am (reversed). 

 

Table A4. ANOVA Results for Manipulation Measurements 

Dependent 
Variables 

Source Sum of Squares df Mean Square F- Value P-Value 

Helpfulness Constants 2110.824 1 2110.824 852.913 .000 

Seed 28.700 1 2.700 11.597 .001 

Identifiability 1.201 1 1.201 .485 .487 

Seed X identifiability 7.855 1 7.855 3.174 .077 

Error 329.154 133 2.475   

R2 .100     

Adjusted R2 .080     

Credibility Constants 1619.700 1 1619.700 800.013 .000 

Seed 31.267 1 31.267 15.443 .000 

Identifiability .659 1 .659 .325 .569 

Seed X identifiability 2.302 1 2.302 1.137 .288 

Error 269.271 133 2.025   

R2 .111     

Adjusted R2 .091     

Entertainment Constants 1812.912 1 1812.912 1000.607 .000 

Seed 16.692 1 16.692 9.213 .003 

Identifiability 1.081 1 1.081 .597 .441 

Seed X identifiability .112 1 .112 .062 .804 

Error 240.971 133 1.812   

R2 .067     
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Table A4. ANOVA Results for Manipulation Measurements 

 Adjusted R2 .046     

Irritation Constants 2668.501 1 2668.501 1258.705 .000 

Seed 69.910 1 69.910 32.976 .000 

Identifiability 2.052 1 2.052 .968 .327 

Seed X identifiability 2.320 1 2.320 1.094 .297 

Error 281.965 133 2.120   

R2 .205     

Adjusted R2 .187     

Perceived 
anonymity 

Constants 2891.530 1 2891.530 1818.271 .000 

Seed .088 1 .088 .055 .814 

Identifiability 21.605 1 21.605 13.586 .000 

Seed X identifiability 1.249 1 1.249 .786 .377 

Error 211.505 133 1.590   

R2 .097     

Adjusted R2 .077     

 

Table A5. Regression Results with Control Variables 

D.V. 
I.V. 

(1) 
Rationality 

(2) 
Relevance 

(3) 
Politeness 

(4) 
Overall 

DIdentifiability 0.184*** 
(5.105) 

0.124*** 
(3.759) 

0.121*** 
(3.255) 

0.230*** 
(6.493) 

DSeed 0.121*** 
(3.290) 

0.138*** 
(4.094) 

0.236*** 
(6.219) 

0.266*** 
(7.335) 

DSeed X DIdentifiability 0.033 
(0.600) 

0.066 
(1.334) 

-0.101* 
(-1.813) 

-0.001 
(-0.024) 

Privacy concern 0.034*** 
(2.938) 

-0.001 
(-0.082) 

-0.019 
(-1.576) 

0.008 
(0.678) 

Social comparison -0.041*** 
(-2.695) 

-0.057*** 
(-4.096) 

-0.000 
(-0.010) 

-0.053*** 
(-3.524) 

Curiosity about 
others’ thought 

0.029** 
(2.110) 

0.054*** 
(4.231) 

0.010 
(0.697) 

0.050*** 
(3.658) 

Political propensity 0.045*** 
(2.708) 

0.047*** 
(3.151) 

0.042** 
(2.465) 

0.072*** 
(4.438) 

News reading time 0.001** 
(2.456) 

0.000 
(0.068) 

-0.001** 
(-2.166) 

0.000 
(0.157) 

Ratio of reading political news 0.002** 
(2.384) 

-0.000 
(-0.440) 

-0.002*** 
(-2.967) 

-0.000 
(-0.586) 

Number of comments read per 10 
news item 

-0.011** 
(-2.551) 

-0.002 
(-0.432) 

-0.005 
(-1.151) 

-0.009** 
(-2.254) 

Number of comments written per 10 
news item 

-0.019*** 
(-2.975) 

0.007 
(1.124) 

-0.001 
(-0.137) 

-0.007 
(-1.138) 

News fixed effects Yes Yes Yes Yes 

Observations 5,611 5,611 5,611 5,611 

R-squared 0.149 0.286 0.103 0.181 
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Table A5. Regression Results with Control Variables 

The dependent variable is the degree of deliberative discussion in four aspects: rationality, relevance, politeness, and the sum of 
their normalized values. DIdentifiability is a dummy variable that equals 1 for those who post comments with their Facebook 
accounts and zero if posted anonymously. DSeed is a dummy variable that equals 1 for those who received a high-quality seed 
and zero otherwise. The third variable denotes the interaction between these two treatment variables. Others are control 
variables. Fixed effects were controlled for each news story. Numbers in parentheses are OLS t statistics. ***, **, and * denote 
significance at the 1%, 5%, and 10% levels, respectively. 
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